
SIGN IN JOIN

GOOD is here to help people live
well and do good.

Follow GOOD:

Get our magazine
& fund a nonprofit

Subscribe
Give a Gift
Renew/Service

Business | Cities | Culture | Design | Education | Environment | Food | Health | Media | People | Politics | Technology | Transportation

GOOD Partners with Pepsi to Give Away $20 Million in Grants to Fund Great Ideas

GOOD is a collaboration of individuals, businesses, and nonprofits
pushing the world forward. Get involved.

Home | Columns ▼ | Video | Infographics | Community | Events SEARCH

 

Tweet it!

2 

Post

1 

Digg

 

Stumble

Mark it good

Write a comment ↓

What do you think?

Everyone's Responses

Thinking About the Future
Singularity 101 > Roko Mijic on January 11, 2010 at 8:00 am PST

12

Mark it good

Singularity 101

Michael Anissimov and Roko Mijic explore the coming

revolution in robotics and technology.

More in this series:

Criticisms of the Singularity
Singularity 101 Will Return Next Week
The Utopia Force
The Benefits of a Successful Singularity

About the author:

Roko Mijic — is a living in Santa
Clara, CA

Thinking About the Future - Singularity 101 - GOOD http://www.good.is/post/thinking-about-the-future

1 of 3 1/13/10 1:52 PM



The $2,000 Tata Nano Might Come to America.
Would You Buy One?

1.

Share Your Winter Biking Tips2.
Better Meat Requires Better Butchers3.
The Backend of Privacy: Facebook Knows Your
Every Move

4.

Portland's Green Bike Boxes: Clever Solution or
False Sense of Safety?

5.

The Fake Freeway Sign that Became a Real
Public Service

6.

@GOOD Asks Readers: Is It More Important to
Purchase Locally Grown or Organic Food?

7.

The (Short) H&M Clothes Destruction Saga8.
Because We Need to Know: Sushi Etiquette9.
Making Urban Farming Scalable With Fish10.

The Fake Freeway Sign that Became a Real
Public Service

1.

The $2,000 Tata Nano Might Come to America.
Would You Buy One?

2.

Better Meat Requires Better Butchers3.
Because We Need to Know: Sushi Etiquette4.
Share Your Winter Biking Tips5.
A World Without Private Schools6.
Making Urban Farming Scalable With Fish7.
Thinking About the Future8.
How to Make an American Quilt (out of Plastic)9.
The Backend of Privacy: Facebook Knows Your
Every Move

10.

About | Join | Sign In

Get our newsletter:

 

Tweet it!

2 

Post

1 

Digg

 

Stumble

The dismal state of futurism, and how we can make better predictions.

Part eight in a GOOD miniseries on the singularity by Michael Anissimov and Roko Mijic. New
posts every Monday from November 16 to January 23.

Human beings are not very good at thinking about any abstract subject coherently, and the
singularity is no exception. But if we don't make an effort to think more clearly about the
singularity, we will predictably jump to incorrect conclusions about it, and this could be
disastrous.

Many people hear about the concept of the singularity and reject it out of hand because it
sounds silly. This is sometimes called "absurdity bias"—the bias whereby an idea is rejected
because of a gut reaction against its "silliness," even though the evidence supports it. Take
the idea of Darwinian evolution by natural selection. The concept that one of your great, great,
... grandparents was, in fact, a monkey is rejected by millions of Americans because they
think it sounds absurd. And it may sound absurd, but often the truth about the universe is
absurd.

Our absurdity heuristic, the part of our brain that sorts ideas for “silliness,” was honed on the
plains of Africa tens of thousands of years ago when modern science did not exist. It is
unsurprising that it misfires in the modern environment—and in discussions about the future
of artificial intelligence.

Anthropocentric bias also affects debates about the singularity. People thinking and talking
about artificial minds often assume that they will be just like human minds. Superintelligent AI
is defined to be any mind at all that can solve all well-defined problems much better than a
human or group of humans, but that does not imply that super-smart AI would have romantic
urges, selfishness, or the desire to be the alpha male in the tribe. These are very specific
extra properties of the human mind over and above our ability to solve problems and predict
the world.

Yet in many discussions of the singularity, people implicitly assume that superintelligent AI will
have the human trait known as reciprocal altruism. I have often heard people say that we
should treat our AIs well, because then they’ll treat us well in return. This is anthropocentric
bias in action. It rears its head again when people object that it is impossible to build a
benevolent superintelligent AI, because as soon as the AI is more powerful than us, it will
change its mind about being nice to us. Robots, like humans, will be corrupted by power, they
claim. In fact, there are many kinds of AI design for which this would not hold. You can read
about human cognitive biases and their application to the singularity at the LessWrong wiki.

It gets worse, though. The entire genre of infotainment-based futurism that we see in print
media and on the web routinely makes wrongheaded predictions about the future. In order to
get eyeballs on the screen, contemporary futurists make bold, exciting claims that are risqué
enough to cause some controversy, but simple enough to be understandable without any kind
of real learning on the part of the reader.

These bold predictions are not even recorded and checked. Futurists get to say whatever
they want about what will happen in 20 years’ time, but aren't likely to be held responsible if
their predictions turn out to be garbage. This gives futurists little incentive to make accurate
predictions. Instead, their incentive is to make exciting stories about a Bold and Fascinating
Future. This is the futurism that gives rise to titillating nonsense like “Nanobots will make you
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Andrew Price thinks this is GOOD

Thanks for articulating this in a succinct way, Roko. Readers looking for a more

in-depth exploration of this topic might want to check out Eliezer Yudkowsky's essay,

Cognitive Biases Potentially Affecting Judgment of Global Risks.One question that

comes to my mind is: are there instances where our heuristics and biases *help* with

thinking about the future? I would expect this would have some interesting implications

for what to build into an AGI if so.

Kyle Studstill thinks this is GOOD
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